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Potential infinity versus actual infinity.

An important philosophical distinction:

Definition. A potential infinity is

a quantity which is finite but indefinitely

large. For instance, when we enumerate the

natural numbers as 0,1,2, . . . , n, n+1, . . .,

the enumeration is finite at any point in time,

but it grows indefinitely and without bound.

Another example is the enumeration of all

finite sequences of 0’s and 1’s.

Definition. An actual infinity is

a completed infinite totality.

Examples: N, R, C[0,1], L2[0,1], etc.

Other examples: gods, devils, etc.

Reference:

Aristotle, Metaphysics, Books M and N.
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Four philosophical positions.

Ultrafinitism: Infinities, both potential and

actual, do not exist and are not acceptable

in mathematics.

Finitism: Potential infinities exist and are

acceptable in mathematics. Actual infinities

do not exist and we must limit or eliminate

their role in mathematics.

Predicativism: We may accept the natural

numbers but not the real numbers as a

completed infinite totality. Quantification

over N is acceptable, but quantification over

R or the powerset of N is unacceptable.

Infinitism: Actual infinities of all kinds are

welcome in mathematics, so long as they are

consistent and intuitively natural.

Of these four positions, the finitist one

seems to be the most objective.
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Definition. By the real world we mean the

real world around us and out there, as

grasped by our minds. Objectivity is a

relationship between our minds and the real

world, wherein we grasp reality.

The real world contains many potential

infinities. Examples are: counting, the

rotation of the earth about the sun, the

human reproduction cycle, division of a piece

of metal into smaller pieces, the

accumulation of wealth, etc.

However, the real world does not appear to

contain any actual infinities. For this reason,

actual infinities are suspect.

In order to maintain objectivity in

mathematics, it seems necessary to limit the

use of actual infinities. We introduce them

only as “convenient fictions,” and use them

only in a way which leads to conclusions that

are objectively justifiable.
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Theories corresponding to these positions:

Ultrafinitism: ???

Finitism:

PRA = Primitive Recursive Arithmetic. It

includes the scheme of primitive recursion:

f(−,0) = g(−), f(−, n+1) = h(−, n, f(−, n)).

For instance, each of the functions

Ak(n) for k = 0,1,2, . . . defined by

A0(n) = 2n, Ak+1(n) = AkAk · · ·Ak
︸ ︷︷ ︸

n times

(1), is

primitive recursive. For instance, A1(n) = 2n,

and A2(n) = 2n = a stack of 2’s of height n.

However, the Ackermann function

A(n) = An(n) is not primitive recursive.

Predicativism: Feferman’s system IR.

Solomon Feferman, Systems of predicative analysis I,

II, Journal of Symbolic Logic, 29, 1964, 1–30, and 33,

1968, 193–220.

Infinitism: ZFC+ large cardinals ?
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Hilbert’s program: finitistic reductionism.

Let S be a subsystem of Z2.

Definition.

S is finitistically reducible if all Π0
2 sentences

which are provable in S are provable in PRA.

Finitistic reducibility means: if we use S to

prove a finitistically meaningful sentence,

then that same sentence is provable

finitistically. Thus, the non-finitistic part of S

can be “eliminated” from the proof.

In other words, S is a “convenient fiction.”

Also, if S proves a Π0
2 sentence ∀m∃nΦ(m,n),

then PRA proves ∀mΦ(m, f(m)) for some

primitive recursive function f .
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Theorem. The following systems are

finitistically reducible.

1. RCA0.

2. WKL0.

3. WKL0 +Σ0
2-bounding.

4. WKL
+
0 , which includes a useful version of

the Baire category theorem.
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Some systems which are not finitistically

reducible:

1. IΣ2

2. RCA0 +Σ0
2 induction.

3. RCA0 +WO(ωω).

4. ACA0 and stronger systems.

Each of these systems proves that the

Ackermann function is total, i.e.,

∀n ∃j (A(n) = j). They also prove the

consistency of PRA, which by Gödel is not

provable in PRA. These are finitistically

meaningful sentences whose proofs are not

finitistically reducible.

Remark. Let RT(2,2) = Ramsey’s Theorem

for exponent 2. It is unknown whether

RCA0 + RT(2,2) is finitistically reducible.
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Predicative reductionism.

Definition.

S is predicatively reducible if all Π1
1 sentences

which are provable in S are provable in IR.

Predicative reducibility means: if we use S

to prove a predicatively meaningful sentence,

then that same sentence is provable

predicatively. Thus, the non-predicative part

of S can be “eliminated” from the proof.

In other words, S is a “convenient fiction.”

Theorem. ATR0 is predicatively reducible.

However, Π1
1-CA0 and stronger systems are

not predicatively reducible. For instance, they

prove the consistency of IR, which is certainly

not provable in IR.
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Proof-theoretic ordinals.

Definition. The proof-theoretic ordinal of S

is |S| = the supremum of all ordinals α such

that S proves WO(α). Here WO(α) means

that α is well ordered.

The proof-theoretic ordinals of the Big Five:

|RCA0| = |WKL0| = ωω.

|ACA0| = ε0.

|ATR0| = Γ0.

|Π1
1-CA0| = Ψ0(Ωω).

In every case we have S ⊢ WO(α) for all

α < |S|, and S 6⊢ WO(|S|). For instance,

ACA0 6⊢ WO(ε0) and RCA0 6⊢ WO(ωω).

Reference:

Subsystems of Second Order Arithmetic,

Chapter IX, Section 5.
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