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Abstract

A Turing degree a is said to be almost everywhere dominating if, for
almost all X ∈ 2ω with respect to the “fair coin” probability measure
on 2ω, and for all g : ω → ω Turing reducible to X, there exists f :
ω → ω of Turing degree a which dominates g. We study the problem
of characterizing the almost everywhere dominating Turing degrees and
other, similarly defined classes of Turing degrees. We relate this problem
to some questions in the reverse mathematics of measure theory.

1 Introduction

In this paper ω denotes the set of natural numbers, 2ω denotes the set of total
functions from ω to {0, 1}, and ωω denotes the set of total functions from ω to
ω. The “fair coin” probability measure µ on 2ω is given by

µ({X ∈ 2ω | X(n) = i}) = 1/2

for all n ∈ ω and i ∈ {0, 1}. A property P is said to hold almost everywhere
(abbreviated a.e.) or for almost all X ∈ 2ω (abbreviated a.a.) if

µ({X ∈ 2ω | X has property P}) = 1.

For f, g ∈ ωω we say that f dominates g if
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∃m ∀n (n ≥ m⇒ f(n) > g(n)).

A well known theorem of axiomatic set theory reads as follows.

Theorem 1.1. Let M be a countable transitive model of ZFC. Then for almost
all X ∈ 2ω we have

(∀g ∈M [X ] ∩ ωω) (∃f ∈M ∩ ωω) (f dominates g) .

Here M [X ] denotes the set of all sets constructible from finitely many ele-
ments of M ∪ {X} by ordinals belonging to M . It is known that, for almost
all X ∈ 2ω, M [X ] is a model of ZFC. This leads to a forcing-free proof of the
independence of the Continuum Hypothesis. See the exposition of Sacks [8].

The purpose of this paper is to investigate recursion-theoretic analogs of
Theorem 1.1, replacing the set-theoretic ground model M by the recursion-
theoretic ground model

REC = {f ∈ ωω | f is recursive} ,

and replacing M [X ] by

REC[X ] = {g ∈ ωω | g ≤T X} .

Here ≤T denotes Turing reducibility, i.e., Turing computability relative to an or-
acle. Thus g ≤T X if and only if g is recursive in X , i.e., g is Turing computable
using an oracle for X .

In analogy with Theorem 1.1, it would be natural to conjecture that for
almost all X ∈ 2ω and all g ∈ REC[X ] there exists f ∈ REC such that f
dominates g. However, this is not the case, as shown by the following result of
Martin [7]. Since the proof of Theorem 1.2 has not been published, we present
it below.

Theorem 1.2 (Martin [7]). For almost all X ∈ 2ω there exists g ∈ REC[X ]
such that g is not dominated by any f ∈ REC.

Proof. We present Martin’s unpublished proof from [7].
Fix a positive integer p. We shall define a recursive relation R ⊆ 2ω ×ω×ω

called the chasing relation. We shall read R(X, e, n) as “X chases e at n”. Also,
“X chases e” will mean that X chases e at n for some n.

In order to define “chasing e”, we proceed as follows. Given e, put k = ke =
2e+p+1, and partition 2ω into k pairwise disjoint clopen sets Ce1 , . . . , C

e
k each of

measure 1/k. Define s1, . . . , sk by

s1 = e ,

s2 ' least s > s1 such that {e}s(s1) ↓ ,
...
si+1 ' least s > si such that {e}s(si) ↓ ,
...
sk ' least s > sk−1 such that {e}s(sk−1) ↓ .
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Note that e = s1 < · · · < sk. Also, writing sei = si, the relation

{(e, n, i) | n = sei} ⊆ ω × ω × ω

is recursive. We define X to chase e at n if and only if X ∈ Cei and n = sei for
some i = 1, . . . , k.

Note that the relation “X chases e at n” is recursive, and if X chases e at
n then e ≤ n. Thus we can define a partial recursive functional Φ from 2ω into
ωω by

ΦX(n) ' max {{e}(n) + 1 | X chases e at n} .
Obviously, if ΦX is not total, then ΦX(n) is undefined for some n, and this is so
because of chasing e for some e. Furthermore, if ΦX(n) is undefined because of
chasing e, then this means that X chases e at n and {e}(n) is undefined, hence
n = sei for the unique largest i such that sei is defined. The set of all such X ’s is
therefore just Cei , and the measure of Cei is 1/ke, i.e., 1/2e+p+1. Thus we have

µ
({
X | ΦX is not total

})
≤

∞∑
e=0

1
2e+p+1

=
1
2p
,

hence
µ
({
X | ΦX is total

})
≥ 1− 1

2p
.

Furthermore, if {e} and ΦX are both total, then ΦX(n) ≥ {e}(n)+1 where n =
the unique sei such that X ∈ Cei . It follows that, if ΦX is total, then ΦX is not
dominated by any recursive function.

Letting p go to infinity, we have shown that for almost all X ∈ 2ω there
exists g ∈ REC[X ] such that g is not dominated by any f ∈ REC. This gives
Theorem 1.2.

2 Almost everywhere domination

Motivated by Theorem 1.2, we make the following definition.

Definition 2.1. We say that A ∈ 2ω is almost everywhere dominating if for
almost all X ∈ 2ω and all g ∈ REC[X ] there exists f ∈ REC[A] such that f
dominates g.

Note that this property of A depends only on the Turing degree of A. In
these terms, Theorem 1.2 says that 0, the Turing degree of recursive functions,
is not almost everywhere dominating. In this paper we raise the problem of
characterizing the Turing degrees which are almost everywhere dominating.

The following theorem of Kurtz [5] implies that 0′, the Turing degree of the
Halting Problem, is almost everywhere dominating. We consider an apparently
more restrictive property.

Definition 2.2. We say that A ∈ 2ω is almost everywhere uniformly dominating
if for almost all X ∈ 2ω there exists f ∈ REC[A] such that for all g ∈ REC[X ],
f dominates g.
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Again, this property of A depends only on the Turing degree of A. Note
also that, if A is almost everywhere uniformly dominating, then A is uniformly
almost everywhere dominating, i.e., there exists a fixed function f ∈ REC[A]
such that for almost all X ∈ 2ω and all g ∈ REC[X ], f dominates g. This
additional uniformity follows from the Zero-One Law of probability theory, plus
countability of REC[A].

Theorem 2.3 (Kurtz [5, Theorem 4.3]). The Turing degree 0′ is uniformly
almost everywhere dominating. In other words, we can find a fixed function
f ∈ ωω recursive in the Halting Problem, such that f dominates all g ∈ ωω

recursive in X for almost all X ∈ 2ω.

It follows from Theorem 2.3 that all Turing degrees≥ 0′ are uniformly almost
everywhere dominating. We make the following conjecture.

Conjecture 2.4. Let a be a Turing degree. The following are pairwise equiva-
lent.

1. a is almost everywhere dominating.

2. a is uniformly almost everywhere dominating.

3. a ≥ 0′.

Conjecture 2.4 is perhaps too good to be true. However, we have the fol-
lowing result, Theorem 2.6, which improves Theorem 2.3 and provides a kind
of converse to it. Let ψ be a partial function from ω to ω. We write ψ(n) ↓
to mean that ψ(n) is defined, i.e., n ∈ domain of ψ. Let us say that f ∈ ωω
dominates ψ if

∃m ∀n ((n ≥ m ∧ ψ(n) ↓)⇒ f(n) > ψ(n)) .

Definition 2.5. We say that A ∈ 2ω is almost everywhere strongly dominating
if for almost allX ∈ 2ω and all ψ partial recursive in X there exists f recursive in
A such that f dominates ψ. We say that A ∈ 2ω is almost everywhere uniformly
strongly dominating if for almost all X ∈ 2ω there exists f recursive in A such
that, for all ψ partial recursive in X , f dominates ψ.

Again, if A is almost everywhere uniformly strongly dominating, then A is uni-
formly almost everywhere strongly dominating, and all of these notions depend
only on the Turing degree of A. We have the following new result.

Theorem 2.6. Let a be a Turing degree. The following are pairwise equivalent.

1. a is almost everywhere strongly dominating.

2. a is uniformly almost everywhere strongly dominating.

3. a ≥ 0′.
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Proof. We first show that 0′ is uniformly almost everywhere strongly dominat-
ing.

For e, i ∈ ω define ρ(e, i) = µ({X ∈ 2ω | {e}X(i) ↓}). Note that the recursive
sequence of rational numbers

r(e, i, n) =
|{σ ∈ 2n | {e}σn(i) ↓}|

2n
, n = 0, 1, 2, . . . ,

is nondecreasing and converges to ρ(e, i). Thus ρ ≤T 0′. Put h(e, i) = the least
n such that

r(e, i, n) ≥ ρ(e, i)− 1
2i+1

.

Clearly h ≤T 0′. Put

f(e, i) = max
{
{e}σh(e,i)(i)

∣∣ σ ∈ 2h(e,i) and {e}σh(e,i)(i) ↓
}
.

Then f ≤T h ≤T 0′. Moreover, for all e, i ∈ ω we have

µ({X ∈ 2ω | {e}X(i) ↓ > f(e, i)}) <
1

2i+1
.

Put
Ue,n = {X ∈ 2ω | ∃i ≥ n {e}X(i) ↓ > f(e, i)} .

Clearly the Ue,n’s are uniformly Σ0,f
1 , hence uniformly Σ0,0′

1 . Moreover

µ(Ue,n) ≤
∞∑
i=n

µ({X ∈ 2ω | {e}X(i) ↓ > f(e, i)}) <

∞∑
i=n

1
2i+1

=
1
2n

.

Thus Se =
⋂∞
n=0 Ue,n is of measure 0, and X /∈ Se implies X /∈ Ue,n for some

n, hence {e}X(i) ≤ f(e, i) for all i ≥ n such that {e}X(i) ↓. Now define g ∈ ωω
by g(i) = max{f(e, i) + 1 | e ≤ i}. Then g ≤T 0′ and g dominates {e}X for all
e ∈ ω and X ∈ 2ω \Se. In particular 0′ is uniformly almost everywhere strongly
dominating.

It remains to show that if a is almost everywhere strongly dominating then
a ≥ 0′. In fact, a better result is known. Say that A is strongly dominating
if every partial recursive function from ω to ω is dominated by some function
in REC[A]. Again, this is a property of the Turing degree of A. The following
theorem is well known.

Theorem 2.7. A Turing degree a is strongly dominating if and only if a ≥ 0′.

Proof. That 0′ is strongly dominating follows from what we have already proved,
by ignoring the oracle X . For the converse, consider the partial recursive func-
tion η given by η(e) ' the least s such that {e}s(0) ↓. If f dominates η, then the
Halting Problem H = {e ∈ ω | {e}(0) ↓} is computable from f , hence 0′ ≤T f .
This proves Theorem 2.7.
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We now note that if a is almost everywhere strongly dominating then it is
strongly dominating, hence ≥ 0′. The proof of Theorem 2.6 is now complete.

Remark 2.8. Our proof of Theorem 2.6 actually gives a more precise result.
Following Kautz [4, Definition II.1.2], let us say that X ∈ 2ω is 2-random if X is
not Σ0

2-approximable, i.e., if there is no uniformly Σ0
2 sequence of sets Vn ⊆ 2ω,

n ∈ ω, such that µ(Vn) < 1/2n and X ∈ Vn for all n. Note that X is 2-random
for almost all X . Our proof of Theorem 2.6 actually gives a fixed g ≤T 0′

which dominates all functions partial recursive in X for all 2-random X . (This
is because the sets Ue,n are uniformly Σ0,0′

1 , hence uniformly Σ0
2.) Similarly,

the proof of Martin’s Theorem 1.2 shows that for all 2-random X there exists a
total function recursive in X which is not dominated by any recursive function.
(See also Kautz [4, Theorem IV.2.4, part (iv)].)

On the other hand, let us say that X ∈ 2ω is weakly 2-random [4, Definition
II.3.1] if X ∈ V for all Σ0

2 sets V ⊆ 2ω with µ(V ) = 1. We do not know
whether there exists a function recursive in some weakly 2-random X which is
not dominated by any function recursive in 0′.

An alternative to Conjecture 2.4 is the following, where a′ denotes the Turing
jump of a.

Conjecture 2.9. Let a be a Turing degree. The following are pairwise equiva-
lent.

1. a is almost everywhere dominating.

2. a is uniformly almost everywhere dominating.

3. a′ ≥ 0′′.

Toward Conjecture 2.9, the following theorem of Martin [6] is well known.
Say that A is uniformly dominating if there exists f ∈ REC[A] such that f
dominates every g ∈ REC. Again, this is a property of the Turing degree of A.

Theorem 2.10 (Martin [6]). A Turing degree a is uniformly dominating if
and only if a′ ≥ 0′′.

Proof. The proof is in [6]. See also Soare [13, pages 208–209].

Corollary 2.11. If a is almost everywhere uniformly dominating, then a′ ≥ 0′′.

3 Connection to reverse mathematics

In this section we exhibit a relationship between almost everywhere domination
and the reverse mathematics of measure theory.

Reverse mathematics is a well known program of determining the weakest
set existence axioms needed to prove specific mathematical theorems. This is
carried out in the context of subsystems of second order arithmetic. For general
background, see Simpson [12]. Other results on the reverse mathematics of
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measure theory are in the papers of Yu [14, 15, 16, 17, 18], Yu/Simpson [19],
and Brown/Giusto/Simpson [1].

A well known result in measure theory asserts that the fair coin measure µ is
regular. This means that measurable sets are approximable from within by Fσ
sets and from without by Gδ sets. Recall that an Fσ is the union of countably
many closed sets, and a Gδ is the intersection of countably many open sets.
Regularity of µ means: For every measurable set Q ⊆ 2ω there exist an Fσ set
S and a Gδ set P such that S ⊆ Q ⊆ P and µ(S) = µ(Q) = µ(P ). See for
example the classic textbook of Halmos [2].

Attempting to reverse this measure-theoretic result, we encounter the dif-
ficulty that arbitrary measurable sets cannot be discussed in the language of
second order arithmetic. However, we can discuss sets defined by arithmetical
formulas, including Fσ and Gδ sets. We make the following conjecture.

Conjecture 3.1. The following are pairwise equivalent over RCA0.

1. ACA0.

2. Given a Gδ set Q ⊆ 2ω, we can find an Fσ set S ⊆ Q such that µ(S) =
µ(Q).

3. Given a Gδ set Q ⊆ 2ω, and given ε > 0, we can find a closed set F ⊆ Q
such that µ(F ) ≥ µ(Q)− ε.

4. Given a Gδ set Q ⊆ 2ω with µ(Q) > 0, we can find a closed set F ⊆ Q
such that µ(F ) > 0.

Toward Conjecture 3.1, it is already known that ACA0 implies statement 2.
See for example Hinman [3, Lemma III.4.20] and Kautz [4, Lemma II.1.4]. And
clearly 2 implies 3, which implies 4. Thus, we would like to prove that any or
all of statements 2, 3, 4 imply ACA0 over RCA0.

In this direction we have the following results.

Theorem 3.2. For A ∈ 2ω the following are equivalent.

1. A is uniformly almost everywhere dominating.

2. Given a Π0
2 set Q ⊆ 2ω, we can find a Σ0,A

2 set S ⊆ Q such that µ(S) =
µ(Q).

Proof. Assume that A is uniformly almost everywhere dominating. Fix f ∈
REC[A] such that f dominates all g ∈ REC[X ] for almost all X . Given a Π0

2

set Q ⊆ 2ω, it is well known that there exists e = eQ ∈ ω such that

Q = {X ∈ 2ω | ∀n {e}X(n) ↓}.
Fix such an e. Then for all X ∈ Q we have that gX ∈ ωω given by

gX(n) = least s such that {e}Xs (n) ↓
belongs to REC[X ]. It follows that f dominates gX for almost all X ∈ Q. Thus
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S =
{
X ∈ 2ω

∣∣ ∃k ∀n {e}Xf(n)+k(n) ↓
}

is a Σ0,A
2 subset of Q with µ(S) = µ(Q). This proves statement 2.

Conversely, assume that A is as in statement 2. Applying this to the Π0
2 set

Q∗ = {〈0, . . . , 0︸ ︷︷ ︸
e

, 1〉aX | e ∈ ω, X ∈ 2ω, ∀n {e}X(n) ↓},

we obtain a Σ0,A
2 set S∗ ⊆ Q∗ such that µ(S∗) = µ(Q∗). Let us write

S∗ = {Y | ∃i P (Y, i)}

where P ⊆ 2ω × ω is a Π0,A
1 predicate. We have

∀e ∀X ∀i (P (〈0, . . . , 0︸ ︷︷ ︸
e

, 1〉aX, i)⇒ ∀n {e}X(n) ↓).

Furthermore, for each e and i,

Pe,i = {X | P (〈0, . . . , 0︸ ︷︷ ︸
e

, 1〉aX, i)}

is a closed subset of 2ω, hence for each n,{
{e}X(n)

∣∣ X ∈ Pe,i}
is finite, by compactness of 2ω. Thus we have

∀e ∀i ∀n ∃m ∀X (P (〈0, . . . , 0︸ ︷︷ ︸
e

, 1〉aX, i)⇒ {e}X(n) ≤ m).

Now, by Lemma 3.5 of Simpson [11] relativized to A, the predicate

∀X

P (〈0, . . . , 0︸ ︷︷ ︸
e

, 1〉aX, i)⇒ {e}X(n) ≤ m


is Σ0,A

1 . Hence by Σ0,A
1 uniformization we find g : ω × ω × ω → ω recursive in

A such that

∀e ∀X ∀i (P (〈0, . . . , 0︸ ︷︷ ︸
e

, 1〉aX, i)⇒ ∀n {e}X(n) ≤ g(e, i, n)).

Thus f ∈ REC[A] given by

f(n) = max{g(e, i, n) + 1 | e, i ≤ n}

dominates {e}X for all X ∈ Pe,i for all i. Since µ(S∗) = µ(Q∗), it follows that
f dominates {e}X for almost all X such that {e}X is total, for all e. Thus A is
uniformly almost everywhere dominating.
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Theorem 3.3. For A ∈ 2ω the following are equivalent.

1. A is almost everywhere dominating.

2. Given a Π0
2 set Q ⊆ 2ω, and given ε > 0, we can find a Π0,A

1 set F ⊆ Q
such that µ(F ) ≥ µ(Q)− ε.

Proof. Assume that A is almost everywhere dominating. It follows that A is
almost everywhere majorizing, i.e., for almost all X ∈ 2ω and all g ∈ REC[X ]
there exists f ∈ REC[A] such that f majorizes g, i.e., ∀n (f(n) > g(n)). Given
a Π0

2 set Q ⊆ 2ω, let e = eQ and gX be as in the proof of Theorem 3.2. Then
for almost all X ∈ Q there exists f ∈ REC[A] such that f majorizes gX . Now
let ε > 0 be given. Since REC[A] is countable, there exist f1, . . . , fk ∈ REC[A]
such that

µ

(
k⋃
i=1

{
X ∈ Q

∣∣ fi majorizes gX
})
≥ µ(Q)− ε.

Putting f(n) = max{f1(n), . . . , fk(n)}, we have f ∈ REC[A] and

µ
({
X ∈ Q | f majorizes gX

})
≥ µ(Q)− ε.

Thus
F =

{
X ∈ 2ω

∣∣ ∀n {e}Xf(n)(n) ↓
}

is a Π0,A
1 subset of Q with µ(F ) ≥ µ(Q)− ε. This proves statement 2.

Conversely, assume that A is as in statement 2. Fix e ∈ ω and ε > 0. Put

Qe =
{
X
∣∣ ∀n {e}X(n) ↓

}
.

Then Qe is Π0
2, so by assumption there exists a Π0,A

1 set F ⊆ Q such that
µ(F ) ≥ µ(Q)− ε. For each n we have

∀X
(
X ∈ F ⇒ {e}X(n) ↓

)
and F is a closed subset of 2ω, hence by compactness of 2ω

{
{e}X(n) | X ∈ F

}
is finite. Thus we have

∀n ∃m ∀X
(
X ∈ F ⇒ {e}X(n) < m

)
.

By Lemma 3.5 of Simpson [11] relativized to A, the predicate

∀X
(
X ∈ F ⇒ {e}X(n) < m

)
is Σ0,A

1 . Hence by Σ0,A
1 uniformization we find f ∈ REC[A] such that

∀n ∀X
(
X ∈ F ⇒ {e}X(n) < f(n)

)
.

Now letting ε go to 0, we see that for almost all X ∈ Qe there exists f ∈ REC[A]
such that f majorizes {e}X. Since this holds for all e, we see that A is almost
everywhere majorizing, hence almost everywhere dominating.
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Remark 3.4. Recall that Π0
2 and Π0

1 sets are recursion-theoretic analogs of
Gδ sets and closed sets, respectively. See for example Hinman [3, Theorem
III.1.16]. From this viewpoint, the properties mentioned in Theorems 3.2 and
3.3 are analogous to statements 2 and 3 in Conjecture 3.1, respectively. Thus,
it seems reasonable to think that progress on Conjecture 2.4 in recursion theory
may lead to progress on Conjecture 3.1 in reverse mathematics.

Remark 3.5. In particular, let (?) be statement 2 of Conjecture 3.1. By
relativizing and formalizing the proofs of Corollary 2.11 and Theorem 3.2, we
can show that any ω-model M of WKL0+(?) has (∀X∈M)(∃Y ∈M)(Y ′ ≥T X ′′).
It follows by [12, Corollary VIII.2.18] (a consequence of the Low Basis Theorem)
that there exists an ω-model of WKL0 in which (?) fails. We thank the referee
for suggesting this observation. Furthermore, using Theorem III.2.1 of Kautz
[4], we can build an ω-model M of WKL0 such that (∀X∈M)(∃Y ∈M)(Y is ω-
random relative to X), and (∀X∈M)(∃Y ∈M)(Y is ω-generic relative to X), yet
(∀Y ∈M)(Y ′ 6≥T 0′′), hence (?) fails in M .
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